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Abstract

Despite significant advances in machine learning and perception over the past few decades, perception algorithms can

still be unreliable when deployed in challenging time-varying environments. When these systems are used for autonomous

decision-making, such as in self-driving vehicles, the impact of their mistakes can be catastrophic. As such, it is impor-

tant to characterize the performance of the system and predict when and where it may fail in order to take appropriate

action. While similar in spirit to the idea of introspection, this work introduces a new paradigm for predicting the likely

performance of a robot’s perception system based on past experience in the same workspace. In particular, we propose two

models that probabilistically predict perception performance from observations gathered over time. While both approaches

are place-specific, the second approach additionally considers appearance similarity when incorporating past observa-

tions. We evaluate our method in a classical decision-making scenario in which the robot must choose when and where

to drive autonomously in 60 km of driving data from an urban environment. Results demonstrate that both approaches

lead to fewer false decisions (in terms of incorrectly offering or denying autonomy) for two different detector models,

and show that leveraging visual appearance within a state-of-the-art navigation framework increases the accuracy of our

performance predictions.
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1. Introduction

As a result of recent advances in computer vision and

machine learning, autonomous systems are now being

deployed in complex operational scenarios in the real world.

As many of these systems rely on learning from data, it

is impossible to formally verify before deployment that

they will behave as expected at test time. Furthermore,

lower-level mistakes of a perception module can propa-

gate to the higher-level decision-making procedures of an

autonomous system. Without checks on the reliability of

the information propagated, the safety of the robot and its

surroundings is compromised. Our goal in this work is to

equip an autonomous system with the introspective capa-

bility of predicting when it is about to make a mistake.

Just as we have the ability to identify ambiguous or diffi-

cult situations, such as an approaching busy intersection or

a narrow and crowded street, an autonomous system should

be able to foresee its perceptual shortcomings and commu-

nicate them to a human operator. While significant effort

is being devoted to building high-performance perception

systems (Badrinarayanan et al., 2017; Cai et al., 2016; He

et al., 2016; Ren et al., 2015), the problem of predicting

their failure in action has not yet received the attention

it deserves. As robots will share complex, continuously-

evolving, dynamic workspaces with human beings, it is

critical to analyze and predict how robustly their percep-

tion systems function at any given moment in time. One

of the main reasons why perception systems do not behave

as expected is the change in the conditions in which they

operate—numerous external factors can lead to the appear-

ance of the world during testing varying to extents that are

unobserved during training. These factors can be weather

conditions, time of day, illumination, structural changes, or

anything that alters the visual appearance of a place. Our

work is mainly motivated by our previous observations that

perception performance for mobile robots is environment-

dependent. Performance is excellent in some places of oper-

ation, while in others, failure occurs more often (Hawke

et al., 2015). The shift in the data distribution that has
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not been accounted for at training time causes the learned

model to generalize poorly to the data that it is about to

encounter. Flagging up such situations is highly useful—it

provides an automatic indicator of when the system should

not be trusted.

This work treats a generic perception system as a black

box and investigates the effect of changing operational con-

ditions on its performance during repeated test runs of the

same route. In particular, we are interested in discovering

how many perception mistakes can be avoided if, occasion-

ally, control is handed over from the autonomous system

to the human operator in a principled fashion. Requiring a

human driver to intervene in an autonomous operation falls

under the shared-autonomy paradigm, in which the robot is

able to seamlessly take control of the vehicle and give oper-

ation back to the driver as a function of the environment.

To achieve this, the robot must also fulfill the autonomy-

on-offer paradigm, in which the robot characterizes its own

performance and determines whether or not it is confident

in its abilities and hence capable of autonomous operation.

Our proposed framework is kept separate from the percep-

tion system itself and is able to predict performance before

the actual perception task has been executed. It can be seen

as a favorable alternative to employing the uncertainty mea-

sure typically associated with a learning algorithm in order

to assess how much trust can be placed on the detector’s

predictions. Intrinsic uncertainty measures are often erro-

neous in practice, particularly when the algorithm is pre-

sented without sample data or when the algorithm itself is

not inherently probabilistic (Grimmett et al., 2016). We pro-

pose to show the usefulness of our reliability measure in

the context of autonomy-on-offer, in which the robot has

to decide when to ask for help. Some example decisions

can be seen in Figure 1. While in some cases the reasons

for failing at a certain visual task are apparent—such as

overexposure or underexposure of a significant part of the

input image—in other cases, more analysis is needed to

understand the underlying causes of failure. Our work is

unique in that we explicitly consider the location of the sys-

tem when predicting perception performance. This means

that we can predict likely failures in advance, even prior

to commencing a route, and thereby highlight difficult sec-

tions of the proposed route by leveraging place-dependent

cues. This is crucial, as research shows that it can take up

to 15 s for an operator to resume control, and up to 40 s

to stabilize control of the vehicle (Merat et al., 2014). As a

result, we envision such introspection techniques to become

an integral part of fleet scheduling systems for autonomous

vehicles in the future. Our second approach also consid-

ers similarity of appearance between current and previous

traversals (at the expense of this ability to predict this far

in advance), which ensures that prior observations that dif-

fer greatly from the current frame, owing to, for example,

vastly different lighting or weather conditions, are removed

from consideration in the prediction model.

This paper augments and extends work by Gurau et al.

(2016), with a more comprehensive exposition, additional

experimental analysis with different detection models, and

extended discussion. The key contributions of this work are:

• The concept of performance records: a framework

which incorporates place-specific performance esti-

mates gathered over time, in order to allow the robot at

test time to estimate the likelihood of making a mistake;

• Two approaches to building performance records, one

of which makes use of the visual appearance of a place;

and

• A view of autonomy-on-offer as a decision-making

problem that provides motivation and a use-case for

performance records, and allows the robot to optimally

choose to offer or deny autonomy on over 60 km of

driving data in an urban environment.

The paper is structured as follows. We describe the

related work in Section 2. In Section 3, we present our

proposed approach for building performance records by

incorporating observations of performance over time and

describe a potential use-case for our estimates—offering or

denying autonomy. Section 4 details the experimental val-

idation, including details of the detector models and data

used, as well as performance estimates across large areas of

operation. Finally, we conclude in Section 6 with a short

summary of our discoveries and a discussion on future

work.

2. Related work

Perception systems are often deployed in challenging real-

world environments, using noisy sensors in operating con-

ditions that change with time. For autonomous vehicles,

this shift is typically caused by changing weather, location,

camera viewpoint, and other such factors. As a result, the

performance of perception algorithms employed on these

vehicles can be unreliable.

This lack of reliability has been observed by Peynot et al.

(2009, 2010), who attribute it to sensor data integrity and

analyze the effects of challenging operational conditions on

the perceptual integrity of the robot. Hoiem et al. (2012)

aim to understand and distinguish between the different

failure modes of an object detector. They too acknowl-

edge that the quality of the input plays a significant part

in the outcome and show how different object characteris-

tics correlate with the performance score. Similar problems

are also reported for localization performance. Churchill

et al. (2015) and Dequaire et al. (2016) propose to embed

spatial models of expected localizer performance in local-

ization maps in order to aid trajectory planners. Several

works in the literature address the fluctuating performance

levels of a machine learning system induced by a visual

shift in the data. This is often due to training set bias, which

can be dangerous, as the resulting models generalize poorly
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Fig. 1. Example data encountered by a robot as it traverses an urban environment in the proximity of pedestrians, cyclists, and other

road users. On some sections of the road on which it believes its perception system is underperforming, the robot can ask to switch

control back to a human operator (b). Alternatively it continues to operate autonomously (a).

across place and time, meaning that they might not respond

well to new testing conditions. The works of Khosla et al.

(2012) and Torralba and Efros (2011) identified early on

that the mismatch between the training and test data distri-

butions is a major cause of poor model performance, and,

as a result, they advocate the use of cross-dataset evalua-

tions. Gurau et al. (2014) describe the sensitivity of object

detectors to such factors as weather and location, and train

local experts by incorporating place-specific hard negative

examples in the training procedure. When generic negative

training data are replaced with the detector’s mistakes, they

are able to significantly improve detection results by specifi-

cally targeting areas of improvement for each location. This

idea of adapting a model to the data it is most likely to

observe during operation has been particularly successful in

the context of object detection through the process of hard

negative mining (Felzenszwalb et al., 2010). Similarly, in

the case of training neural networks for object detection,

the process of fine-tuning adjusts the model weights to be

more representative of a specific set of data (Yosinski et al.,

2014).

The problem of dataset bias has also been addressed by

the computer vision community through domain adapta-

tion; learning a mapping between two different domains,

such that a model trained on one domain performs just as

well on the other when used in combination with the learned

mapping (Kulis et al., 2011). With the advent of deep learn-

ing techniques and, subsequently, deep domain adaptation,

effort has been devoted to learning features that are invari-

ant to this change of domain (Ganin and Lempitsky, 2015).

In this scenario, the adaptation happens directly in the

training process, where the model is penalized if it learns

untransferable features that are biased toward one domain.

This can be implemented under the recently proposed

framework of adversarial training, whereby an additional

adversarial network is trained to discriminate between the

two domains, given the internal representations of the

first network. The original network is then also trained

to fool the adversary (i.e. by adding the negative of the

discriminator loss), thereby encouraging it to learn repre-

sentations that are domain-invariant (Tzeng et al., 2016).

While these methods seek to adapt a model to new envi-

ronments, this work instead focuses on the critical ability

to characterize and predict the performance of a perception

system in new conditions or environments. This higher-

level characterization of when and where an algorithm fails

is similar in spirit to the concept of introspection intro-

duced by Grimmett et al. (2016). In that work, the authors

looked at the introspective capacity of different classifi-

cation frameworks, which refers to a classifier’s ability to

assign an appropriate measure of confidence to any test

data. Mistakes are not considered catastrophic when they

are made with high uncertainty, as this gives the system

the ability to ask for help and correct itself. McAllister

et al. (2017) also looked at model uncertainty and proposed

the use of Bayesian deep learning to increase vehicle safety

autonomously. This assessment of trust or confidence has

been widely employed by the active learning community

in order to guide the data selection process (Holub et al.,

2008; Kapoor et al., 2010). It has also been examined in

the face verification domain through standardized image

quality metrics and performance assessment systems. For

instance, Dutta et al. (2015) present a generative model that

maps image quality (including facial pose and illumination)

to verification performance, without analyzing the distri-

bution of the classifier’s scores or its reported uncertainty.

Gurari et al. (2016) propose similar ideas for the task of

predicting the accuracy of a segmentation algorithm: they

use a linear regressor to predict the Jaccard index (the frac-

tion of pixels that are common to the segment and ground

truth) based on simple features characterizing the shape and

geometry of the segmented region.

A key benefit of our framework is that it is independent

of the classification algorithm and its associated uncertainty

measure. It bears some similarity with the work of Zhang

et al. (2014), who introduces ALERT, a system used to pre-

dict the accuracy of a computer vision system for various

tasks. The authors propose a regression model to predict
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task performance directly from the input data and show that

incorporating these predictions can help improve the per-

formance of a downstream application. Our work is also

similar to that of Daftry et al. (2016), in which the authors

propose a convolutional neural network (CNN) architecture

that uses the current image feed (and the resulting optical

flow images) to predict the performance of a trajectory plan-

ner on a micro-aerial vehicle. They too motivate their work

in the context of introspection, and also argue that perfor-

mance prediction should be modeled directly as a function

of the input data, so that it is independent of the system it is

characterizing.

We share with these methods an aspiration to reliably

flag a warning when we believe that the input data (in

our case, camera images) do not have the characteristics

required for high performance and the robot is more likely

to fail at the vision task it has to perform. However, our

work stands apart from that of Daftry et al. (2016) and

Zhang et al. (2014), as our approach is tailored specifi-

cally to robot perception and explicitly exploits location

and past experiences of the robot in that place of opera-

tion. Given that autonomous vehicles are likely to traverse

the same routes repeatedly, these experiences provide use-

ful contextual information, which could guide the robot’s

future decision-making process. To the best of our knowl-

edge, this is the first approach to predict the performance of

a perception system as a function of appearance, space, and

time.

3. Approach

Given that robots often perform repeat traversals of the

same workspaces (Furgale and Barfoot, 2010; Linegar

et al., 2015; McManus et al., 2013; Paton et al., 2017), we

propose to make use of the robot’s past experience to esti-

mate its capabilities. In the context of autonomous vehicles,

this is not an unusual problem setting, as they rarely operate

in completely unknown environments. If a robot has tra-

versed a route in the past, then we would like to leverage

its past experience to predict performance in subsequent

visits of the same place. Our work is based on the assump-

tion that the same physical location, under similar driving

conditions, leads to a similar perception outcome. Figure 2

illustrates this setup: we repeatedly traverse the same route

and gather performance estimates along it in order to create

performance records. At test time, we utilize the records to

predict how the system will perform on the current traver-

sal. To evaluate our system, we further employ the predic-

tions made with the purpose of deciding on whether the

robot should offer or deny autonomy to the driver. The per-

formance that we want to estimate is that of an image-based

pedestrian detector (more details in Section 4) but the idea

can be extended to any learning algorithm whose perfor-

mance varies with operational conditions. We describe our

approach for estimating detection performance at a par-

ticular location in Section 3.1 and formulate the offering

or denial of autonomy as a decision-making problem in

Section 3.2.

3.1. Estimating perception performance

For a traversal T = {`1, `2, . . . , `N } of a route, we denote as

`i the ith location along it. We keep track of performance at

every location `i by modeling detections at that location as

events. While true positive detections indicate the success

of the detection system, false positives and false negatives

indicate failure, so we record observations x
j
i ∈ {0, 1} such

that

x
j
i =





1 if the jth observation at `i is a true positive

0 if the jth observation at `i is a false

positive or a false negative
(1)

We let the observations x be modeled by a Bernoulli ran-

dom variable: x ∼ Ber( θ ) with probability mass function

f ( x; θ ) = θ x( 1 − θ )1−x , x ∈ {0, 1} (2)

This θ can be thought of as the probability of success of the

detection system. We make the assumption that the set of

observations Xi = {x1
i , x2

i , . . . , x
ni
i } is conditionally indepen-

dent given θi, and we explicitly condition each observation

xi on θi to express the likelihood of successful performance

for a particular location `i as

p(Xi|θi) =

ni∏

j=1

p( x
j
i|θi) = θ

ki
i ( 1 − θi)

ni−ki (3)

where ki represents the number of observations indicating

good performance (xi = 1) out of a total of ni observations

at location `i along the route. Using Bayes’ theorem, we

calculate the probability of the detector being successful at

location `i as

p( θi|Xi) =
p(Xi|θi) p( θi)∫
θi

p(Xi|θi) p( θi)
(4)

We represent the prior on the probability of success of

the detector p( θi) as a beta density of the form

p( θi; α, β) =
1

B( α, β)
θα−1

i ( 1 − θi)
β−1 , 0 ≤ θi ≤ 1

(5)

where α > 0, β > 0, and B( α, β) is the beta function. Our

canonical prior at a new location that we see for the first

time. where we have no knowledge of the success of the

detector. is given by α = 1, β = 1.

Since the beta distribution is a conjugate prior to the

Bernoulli distribution, the posterior p( θi|Xi) is also a

beta distribution. The hyperparameters of the posterior are

updated as

α̂i = α + ki, β̂i = β + ni − ki (6)

This gives us a simple procedure for incorporating obser-

vations over time. We refer to all p( θi; α̂, β̂) at locations `i

as the performance record of the detection system on a cho-

sen route after traversal T and use it to estimate the likely

performance of the robot at test time.
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Fig. 2. Overview of proposed method. A new traversal (black line) of a route that has been traveled previously (gray lines) can make

use of past estimates of detection performance. For instance, at Location A where we have repeatedly observed false positive detections,

the performance record yields a low probability of success for the detector, while at Location B, where the detector has only produced

true positive detections, the probability of success is very high.

3.2. Decision-making using a performance

record

We are considering the case in which the robot has to decide

between operating autonomously and asking a human oper-

ator to take over control and perform the task reliably on its

behalf. In this simplified scenario, the robot has only two

actions available: a0, denying autonomy, and a1, offering

autonomy, at every location along a driving route. The robot

should choose action a0 when it believes that its perception

system is failing and a human operator should take over

control and it should choose action a1 when it believes that

its perception system is functioning well and it can reliably

operate autonomously.

We assume that there are only two states that the

perception system can be in: failing (and producing false

detections), or performing well (and the robot presents

no risk when operating autonomously). Following standard

one-shot decision theory, we assign a loss to state-action

pairs, which reflects how serious it is to take action ai when

the actual state is sj, for i, j ∈
{
0, 1

}

L( a, s) =

(
0 Loffer

Ldeny 0

)

The optimal action is the one that minimizes the expected

loss. This is computed as

Lτ ( a) =
∑

i

p( si) L( a, si) (7)

To compute the probability of the perception system being

in state p( si), we introduce hyperparameter τ and denote by

s0 the event that the perception system is failing at location

Li. We compute its probability as

p( s0|θ , τ ) = p( θ ≤ τ ) =

∫ τ

0

p( θ ; α̂, β̂) dθ (8)

where p( θ ; α̂, β̂) has been estimated using the performance

records proposed. We denote by s1 the event that the percep-

tion system is performing well and compute the probability

of it happening as p( s1|τ ) = 1 − p( s0|τ ). Thus, τ can

be thought of as a decision threshold (not to be confused

with the threshold of the detection system itself), which

modulates the level of confidence that is required before

autonomy is offered by the robot.

The ratio of the losses associated with each action usually

depends on the application domain and it ultimately comes

down to a choice that the system designer has to make. In

this case, it is a trade-off between false positive and false

negative interventions, so one might prefer to set the cost

of inconveniencing a human operator as less than the cost

of failing to detect an object. Figure 3 shows the effect of

adjusting the losses associated with each type of error on the

actions selected. Type I, or false positive errors, correspond

to situations in which the robot denies autonomy (a0) but

its perception system is in reality performing well (s1) and

incurs a loss of Ldeny. Type II, or false negative errors, occur

when the robot fails to recognize that it is underperforming

(s0) and continues to operate autonomously (a1). Figure 3

shows that by making type I errors more expensive (increas-

ing Loffer), the robot is more conservative, and employs the

safer action of denying autonomy more often. Ultimately,

both types of error decrease the user’s trust in the system.

Section 4 presents results for equal costs of the actions as

well as for an increased cost of offering autonomy.
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Fig. 3. Expected loss of choosing an action for an example posterior distribution p( θ |x) (left figure). Two different loss matrices are

used, one in which the costs of the actions are equal (middle figure) and one in which Loffer is three times larger than Ldeny (right

figure). When Loffer = Ldeny, for τ = 0.6 (gray line), the action chosen by the robot is to offer autonomy because it has a lower

expected loss Lτ=0.6. However, by setting Loffer = 3 × Ldeny, the optimal action becomes to deny autonomy. Increasing the cost of

operating autonomously, Loffer, results in a more cautious system that generally prefers the safe action of denying autonomy.

3.3. Performance records and the experience

paradigm

In the initial phase of performance map building, to assign

observations of performance to locations in the world, we

make use of the robot’s navigation system, as well as a rela-

tional database framework (Nelson et al., 2016), to store

and retrieve relevant information at runtime. The data and

meta-data in which we are interested, denoted D, consists

of three-dimensional tuples at n discretized locations along

a trajectory

D =
{
( φi, Xi, Li)

}n

i=1
(9)

where φi is an image, Xi is a set of observations of per-

formance, as described in Section 3.1, and Li is a location

along the trajectory that the robot has traversed.

At runtime, we make use of D to retrieve past perfor-

mance at each test location Ltest and estimate performance

levels online. We propose two different methods of retriev-

ing observations associated with a location. First, we look

at geographical proximity given by GPS measurements and

consider the observations in a local neighborhood N( Ltest),

where

N( Ltest) =
{
i : ‖Li − Ltest‖≤ ε

}
(10)

and ε is a prespecified radius. While this distance metric is

useful for gathering all the observations close to a desired

location, it does not take into account which of them are

most relevant in terms of the appearance of the live frame.

Imagine the following test case: while driving at night, past

observations gathered at night-time should be more relevant

than observations gathered in daytime. Similarly, detection

in bright sunny conditions might have a different outcome

than detection during rain. In these situations, having a

distance metric that also incorporates visual similarity is

crucial.

The second method we propose employs experience-

based navigation (Churchill and Newman, 2013; Linegar

et al., 2015) to find the closest location, in terms of both

Fig. 4. Experience-based navigation framework. Each frame

along a new traversal of a route can be matched to previous frames

as a function of appearance. For example, individual frames in

traversal 3 may be matched to frames in traversals 1 or 2.

appearance and location to a live frame. Experience-based

navigation is a vast-scale, camera-based localization sys-

tem, which gathers many representations of the same place

under various conditions (experiences) and stores them in

a graph structure. In this graph, the nodes represent land-

marks and the edges between them contain six degrees of

freedom transformations between the nodes. Loop closures

are detected using FAB-MAP (Cummins and Newman,

2011). Most importantly for our application, experience-

based navigation searches the experience graph, in a local

neighborhood of the robot’s position estimate, to find the

images that best match the live frame. As in Figure 4,

on a traversal of the trajectory, each frame may be local-

ized against one or more frames from past traversals. Our

intuition is that if two images have enough corresponding

features to localize the robot, then they would produce a

similar detection outcome. We denote the method of esti-

mating performance using all past observations, regardless

of the visual appearance of the environment by LOC, since

it only incorporates observations that are close in location.

We denote the second method, which leverages experience-

based navigation to explicitly distinguish between different

appearances of the world and select observations from loca-

tions that are close both in physical distance and visual

appearance by APP. This method first involves localizing a
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live frame against an existing experience-based navigation

experience graph. Examples of past observations selected

by LOC and APP are shown in Figure 5. Whereas LOC

selects images from past traversals that are closest accord-

ing to GPS, APP collects images that are most visually sim-

ilar, in some cases compromising proximity for appearance.

We expect APP to give more accurate estimates of perfor-

mance, as it has access to the outcome (the performance

record) of images that are very similar to the live frame

in terms of viewpoint, lighting, and even weather condi-

tions. We further refer the reader to Linegar et al. (2015)

for a comprehensive description of the experience-based

navigation framework employed.

4. Experimental results

We evaluate the two methods proposed for estimating per-

formance, LOC and APP, on 60 km of driving data gathered

in an urban environment in Milton Keynes, England, over

the course of 6 months. The same route has been traversed

eight times under different environmental conditions using

the data collection platform shown in Figure 6, yielding a

total of 70k image frames. Some examples can be seen in

Figures 1 and 5.

4.1. Pedestrian detector

We evaluate our two approaches using two distinct image-

based pedestrian detectors. The first is a support vector

machine on aggregate channel features (ACF) (Dollár et

al., 2014) trained on the INRIA person dataset (Dalal and

Triggs, 2005) with five rounds of hard negative mining

on data collected in central Oxford, which we refer to as

SVM+ACF. The second detector used is MS-CNN (Cai et

al., 2016), which achieves state-of-the-art performance on

the KITTI (Geiger et al., 2013) and Caltech (Dollár et al.,

2009) datasets. We operate MS-CNN at a detection thresh-

old of 0.8, as this presents the best combination of precision

and recall. This block can easily be substituted for any other

pedestrian detector or, more generally, performance records

can be built for any image-based vision system for which

some kind of supervisory signal exists.

4.2. Surrogate ground truth

To assess the performance of our object detection system,

as well as the quality of our predictions, we require ground

truth annotations. Naturally, it is impractical to annotate

such large datasets manually. Further, because our approach

explicitly exploits repeat traversals of a given region or tra-

jectory, widely used benchmarking datasets, such as KITTI,

are unsuitable for the task. To be able to achieve our goal,

we make use of a surrogate metric of performance, which

compares the image detections against laser detections

(projected into the image) to obtain performance scores for

the 2D pedestrian detector.

The laser detector used to provide the surrogate ground

truth metric was trained on KITTI Velodyne data (Geiger

et al., 2013) and achieves strong detection performance, as

described in Wang and Posner (2015). To further improve

the fidelity of this surrogate ground truth, the 3D laser

detections are passed into a Kalman filter, ensuring that

objects are consistently detected and tracked in consecutive

frames. Note that although we require the laser sensor to

build the performance record at training time, we do not

require the sensor at test time. Further, by using a separate

modality, such as Lidar, to generate the surrogate ground

truth, the labels are insensitive to the types of appearance-

based variation that plague the visual perception system and

lead to degraded performance. We estimate performance

and take optimal actions either using only the performance

record and the location of the robot (required by LOC), or

using the performance record and the incoming image feed

(required by APP).

We have conducted an additional experiment to ver-

ify that treating laser detections as ground truth leads to

a meaningful evaluation score. For this experiment, we

use the F1 metric to provide a single measurement of

performance per image. The F1 score is computed as

F1 =
2TP

2TP + FP + FN
(11)

where TP, FP, and FN are true positives, false positives, and

false negatives, respectively.

By applying the SVM+ACF detector to one dataset with

(manually annotated) ground truth labels, consisting of

3627 pedestrians, we compute two sets of F1 scores. The

first set is obtained by comparing the SVM+ACF detec-

tions with ground truth annotations, and the second set

is obtained by comparing them with the surrogate ground

truth: the detections provided by the 3D laser. In all exper-

iments presented in this paper, a detection is deemed to

be a true positive if it overlaps a ground truth box with

intersection-over-union greater or equal to 0.5. Figure 7

shows a strong correlation between the two sets of scores;

this leads us to believe that our surrogate metric has empir-

ically the same effect as using ground truth annotations.

The heatmap, computed using kernel density estimation,

has a peak at 1, meaning that the detector has a perfect

F1 score against both ground truth and surrogate ground

truth, to which most of our detections contribute. However,

the laser detector is not perfect—there exists a set of detec-

tions that score highly against ground truth but not against

the laser detector. Therefore, using a proper ground truth

metric would further benefit the results. Nonetheless, by

employing our surrogate metric of performance, the eval-

uation becomes entirely self-supervised. All performance

scores can be retrieved effortlessly as soon as the robot has

finished operating.
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Fig. 5. Example images from a test route in Milton Keynes. The figure shows the live frame from a test traversal (left), a set of images

that LOC selects for building the location-specific performance record (center) and a set of images that APP selects for the same purpose

through experience-based navigation, the image-based localization system (right). Overall, the latter method results in a more accurate

performance record.
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Fig. 6. Platform and route chosen for experiments. The vehicle is equipped with a Bumblebee3 stereo camera, Velodyne Lidar HDL32E,

and an INS system for data collection. We produce both 2D and 3D pedestrian detections in image and laser data along the route in

Milton Keynes, England, shown on the right.

Fig. 7. Heatmap showing a strong correlation between perfor-

mance scores for the SVM+ACF detector computed in two dif-

ferent ways. First, the 2D detection F1 score is computed using

ground truth annotations (y-axis). Second, the same score is com-

puted using laser detections instead of ground truth (x-axis). The

diagonal elements, as well as the peaks at 1 and 0, allow us to

believe that very little noise will be introduced by using a surrogate

metric of performance.

4.3. Performance estimation and

decision-making

To evaluate the accuracy of the performance prediction

methods, we propose a metric that shows the usefulness

of LOC and APP in a practical scenario. We compare the

total number of mistakes the robot makes while employing

the two methods, as described in Section 3. We also show

two baseline cases: ‘always-yes’, corresponding to always

operating autonomously, and ‘always-no’, corresponding to

always asking for help. What we refer to as mistakes are the

outcomes of the following two cases:

• Choosing to deny autonomy when there are no false

positive and no false negative detections in an image

(i.e. perfect detector performance). These errors are of

type I.

• Choosing to offer autonomy when there is at least

one false detection in an image (i.e. imperfect detec-

tor performance). These errors are of type II, or crit-

ical errors as, in our situation, they can have severe

consequences.

All decisions are taken on a per-frame basis before detec-

tion actually occurs. Additionally, for LOC, the estimates

of performance do not rely on the live image, so they

can be estimated even before the robot traverses the test

route. We found that mistakes at a particular location in

the world are indeed correlated (up to a difference in the

appearance of the environment), and are a good indica-

tion of future performance. All figures show the results

obtained in an evaluation of all traversals in a leave-one-

out fashion and an equal cost (Loffer = Ldeny) for each type

of mistake.

Figure 8(a) shows the total percentage of mistakes made

(in terms of incorrectly offering or denying autonomy) as a

function of the sliding parameter τ , the decision threshold,

which characterizes how good the past performance needs

to be in order to decide to offer autonomy according to the

LOC and APP methods. A value of τ = 0 corresponds to

the scenario of always offering autonomy (indicated as the

constant always-yes line) and a value of τ = 1 corresponds

to always denying autonomy (always-no). The percentage

of mistakes made for the always-yes case indicates the frac-

tion of frames in which a false positive or negative detection

was made (hence, offering autonomy was incorrect), and

the always-no case indicates the complement: the fraction

of frames that exhibited perfect detection (such that deny-

ing autonomy was incorrect). Interestingly, the percentage

of mistakes for always-yes is higher for MS-CNN than for

SVM+ACF, which indicates that the MS-CNN produces

false detections on more frames. Based on visualization of

the detections, we suspect that this may be due to MS-CNN

finding correct detections where our surrogate ground truth

has failed to do so. While further analysis on this would be
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Fig. 8. Outcome of decision-making process. Although the robot does not offer autonomy for the entire trajectory (b), the number of

perception mistakes is reduced (a). The evaluation is performed for all datasets in a leave-one-out fashion and for all values of the

hyperparameter τ . Solid lines show the mean percentage of mistakes (a) and the mean percentage of autonomy offered (b), respectively.

Shaded regions indicate one standard deviation from the mean.

beneficial, we leave it to future work, since it is only tangen-

tially relevant to the purpose of this experiment: to accu-

rately characterize the performance of different detectors

(regardless of their actual accuracy).

Both of these baseline options are considerably higher

than the methods proposed, which encourages us to believe

that if we allow the robot to deny autonomy occasion-

ally, the overall performance on a task is improved. The

proposed methods help both the SVM+ACF and the MS-

CNN detector, with APP being particularly important for

SVM+ACF, and less so for MS-CNN. We believe this is

because the latter is a higher capacity detector, which may

already be appearance-invariant. Furthermore, for most val-

ues of τ , APP drives autonomously for a larger percentage

of the route, as shown in Figure 8(b). We attribute the result

that APP has fewer mistakes and offers more autonomy than

LOC to the fact that it selects observations more carefully

from past traversals.

The choice of τ not only has an influence on the total per-

centage of mistakes and the amount of autonomy offered,

but also on the specific type of mistakes. For lower values of

τ , both methods are more permissive of driving that leads

to more false negative mistakes (type II). The robot fails

to recognize that the perception system is operating poorly.

For higher values of τ , both methods deny autonomy more

often, which leads to more false positive mistakes (type I).

These errors correspond to the less severe scenario of stop-

ping the vehicle from driving despite good performance;

therefore, higher values of τ might be preferable in practice.

In addition to τ , encouraging the robot to take either

action can be achieved by adjusting the Loffer/Ldeny ratio,

such that the action that incurs a lower cost will be selected

more often (as demonstrated by Figure 3). For Loffer =

3×Ldeny, for both prediction methods and detectors used in

the experiments, we can reduce the number of type II errors

even for the same value of τ . This is shown in Table 1, for

τ = 0.6. While it is straightforward to see that APP pro-

duces fewer type I errors than LOC, for type II errors, LOC

seems to be preferable. This is because type II errors are

computed strictly on the frames on which the decision taken
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Table 1. Percentage of decision-making mistakes, separated into type I (denying autonomy despite performing well) and type II (offer-

ing autonomy despite performing poorly), as well as the percentage of the route driven autonomously (A). Results are shown for the

two prediction methods proposed, LOC and APP, and for both pedestrian detectors employed, SVM+ACF and MS-CNN. The value of

τ (the hyperparameter at which the action is taken) is set to 0.6. The table also shows how increasing the cost of action, Loffer, reduces

the number of type II errors but also reduces the percentage of the route driven autonomously. The smallest percentage of errors of each

type is shown in bold. While LOC appears to outperform APP in terms of type II errors, this is because type II errors are computed

solely on the occasions in which autonomy was offered (thus the amount of data is smaller to begin with).

Loffer = Ldeny Loffer = 3 × Ldeny

Type I (%) Type II (%) A(%) Type I (%) Type II (%) A(%)

SVM+ACF LOC 51.39 1.36 6.57 54.96 0.51 6.57

APP 27.66 12.38 41.31 38.69 6.19 24.09

MS-CNN LOC 39.65 6.88 16.59 44.69 2.53 7.19

APP 30.7 14.1 32.7 38.58 7.37 18.15

was to offer autonomy, which is initially lower for LOC, as

shown by the percentage of the route driven autonomously

(A( %)). This holds for both SVM+ACF and MS-CNN.

Table 2 shows that, for a fixed percentage of the route

driven autonomously (set to 30%, 50%, and 70%, respec-

tively), APP also makes fewer type II errors (not seen in

Table 1 owing to varying percentage of autonomy). This

result is computed for the case of Loffer = Ldeny and the

SVM+ACF detector.

Throughout these experiments, the robot has the oppor-

tunity to switch between two states of autonomy every few

centimeters of the route it traverses, when, in practice, tran-

sitioning between the two would be highly inconvenient. For

instance, for the MS-CNN detector with a detection thresh-

old as well as a decision threshold of 0.7, the average length

of a segment on which the robot does not switch its state

is 1 m, with the longest correct prediction of performance

amounting to 55 m and the longest incorrect prediction of

performance to 30 m. Just as false image detections are

sporadic, so are the decisions to switch the current state

of autonomy. This creates a segmentation of the trajectory

(into on and off sections of the route) that the two meth-

ods proposed do not correct for. While this work is mostly

concerned with the decisions themselves, future work will

address the stability of the predictions.

Figure 9 shows a qualitative assessment, made using the

APP approach, to predict the performance of the MS-CNN

detector. In particular, we look at examples in which the

model correctly predicts success with high probability (i.e.

when the past performance records are all correct detec-

tions), shown in Figure 9(a), and examples where the model

correctly predicts failure with high probability (all perfor-

mance records incorrect), shown in Figure 9(b). The suc-

cess examples in Figure 9(a) all represent straightforward

conditions (without adverse lighting or weather) in which

a detector could be expected to perform well. The failure

examples in Figure 9(b) particularly indicate the ability of

the performance records to keep track of both false positive

detections (such as a bike rack in the rightmost image that

always produces spurious detections), and false negative

detections (such as those caused by under- or overexposure

in the left two images).

Equivalent results for the SVM+ACF detector are shown

in Figure 10. In a similar vein, the frames correctly pre-

dicted to have good performance were obtained under stan-

dard operating conditions, while some of the predicted fail-

ures indicate adversity in the environment (such as the

pole in the second image which is falsely detected as a

pedestrian), or in the conditions (over- or underexposure

in the last two images). Interestingly, some of the changes

in lighting conditions are also tied to location: underexpo-

sure is usually a result of entering a tunnel (or indeed, any

other location likely to produce extensive shadows), while

overexposure occurs when exiting these covered or shad-

owed regions. Such factors could therefore also be largely

captured by the LOC approach.

Thus, these results illustrate the most significant benefit

of the performance records: in making the performance pre-

diction specific to place or time and appearance, it becomes

possible to consider, simultaneously, both fixtures in the

environment that might cause problems (such as a bike

rack) or appearance changes that could contribute to failure

(such as exposure conditions).

5. Discussion

5.1. Reasoning with model uncertainty

A very simple alternative to the proposed methods is to uti-

lize the inherent uncertainty in the outputs of the model

itself (i.e. the probability score of each detection) as a pre-

dictor of confidence. One may use the entropies of the

detection probabilities as an uncertainty measure, or indeed

the probability values themselves (as this is directly mapped

to the entropy)

Such methods (Grimmett et al., 2016) are signifi-

cantly different, such that a like-for-like comparison is not

straightforward. Indeed one may use the model uncertainty

in the prediction of each detection to get an estimate of how

likely that detection is to be correct. However, LOC and

APP solve a slightly different problem: rather than looking
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Table 2. Percentage of decision mistakes (type I and type II) for an equal amount of the route driven autonomously (30%, 50%, and

70%). The pedestrian detector used is SVM+ACF and equal costs are assumed for each action. APP outperforms LOC in terms of both

type I and type II errors.

30% autonomy 50% autonomy 70% autonomy

Type I (%) Type II (%) Type I (%) Type II (%) Type I (%) Type II (%)

LOC 25.88 12.99 19.13 18.39 4.6 33.07

APP 21.73 12.57 17.28 15.94 4.2 29.37

Fig. 9. Example images and their corresponding pedestrian detections using MS-CNN with a detector threshold of 0.8. The output

of the pedestrian detector is shown in red and the ground truth is shown in green, with the goal of this work being to predict the

detector accuracy correctly based on performance records. The figure shows examples in which we correctly predict success with high

probability (a), or correctly predict failure with high probability (b), using the APP approach.

Fig. 10. Example images and their corresponding pedestrian detections using the SVM+ACF detector with a threshold of 0. The scores

are not calibrated probabilistically and 0 was chosen because it provides the best trade-off between precision and recall. The output

of the pedestrian detector is shown in red and the ground truth is shown in green, with the goal of this work being to predict the

detector accuracy correctly, based on performance records. The figure shows examples in which we correctly predict success with high

probability (a), or correctly predict failure with high probability (b), using the APP approach.
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at the uncertainty of each detection sample (image crop),

they classify an entire image captured at a certain loca-

tion by looking back at past performance. We believe that

making a fair comparison between retrospectively looking

at past performance and introspectively looking at model

uncertainty would require altering the initial frameworks in

order to bring them to a comparable state.

Consider trying to characterize the performance of a

pedestrian detector (with a threshold on the detection score

for each box) using each of the two frameworks. On the

one hand, LOC and APP do not use the incoming detec-

tions at all to take a decision (only to build the performance

record). Therefore, this record incorporates only observa-

tions coming from detections above a certain threshold. On

the other hand, an uncertainty-based framework cannot take

decisions based on just a subset of the detection boxes, as

they would merely correspond to detections with a high

probability of success, which would unfairly bias the robot

toward offering autonomy (since the low-probability detec-

tions have been removed). If, however, the low-probability

detections are not removed, then the performance record

will mostly be populated by observations of false detec-

tions, which would bias the robot toward not offering auton-

omy. This situation arises from the fact that introspection

(as formulated by Grimmett et al. (2016)) addresses the

problem of classifier uncertainty and not sliding-window

detection uncertainty.

An additional concern in using the detector score or

entropy as an indicator of confidence is that both thresholds

(the detection threshold and the decision threshold) are cou-

pled: a conservative decision threshold simply corresponds

to a high detection threshold, and vice versa. Thus, we lose

the ability to characterize decision-making performance as

a function of τ for a single detection threshold. In other

words, it is not possible to analyze decision-making perfor-

mance and produce plots that are equivalent to Figure 8 for

a single detector threshold.

5.2. Correcting for mistakes

Actively testing the value as well as the implications of

the decision-making process is vital for long-range robot

autonomy. We envision as future work not only predicting

when a mistake is about to happen and switching the state

of autonomy, but actively trying to correct for that mistake.

For instance, if we separate the types of failure into false

positives and false negatives and anticipate each type, we

could dynamically change the operating threshold for the

detection system, or intervene with place-specific experts

to correct the detection outcome.

6. Conclusion

This paper introduces a framework to predict the perfor-

mance of a perception system on an autonomous vehi-

cle as a function of space, time, and appearance, and

determine when to relinquish control to the human user.

Two approaches are proposed: one that uses a perfor-

mance record of the detector at nearby locations on pre-

vious traversals, and a second that additionally incorporates

appearance-based cues. Experiments with different detector

models indicate that the proposed methods produce fewer

decision-making mistakes than keeping the robot auton-

omy always on or off. Moreover, selecting past observations

from similar environmental conditions in an appearance-

based fashion further reduces the number of mistakes. Our

work calibrates the outcome of a vision system to what the

world looks like at the time of operation rather than an

a-priori validation set by keeping track of its past perfor-

mance. We believe that the proposed records can improve

with more experience in the same workspace and represent

a step toward reliable vision systems operating in the real

world. Future work will address how to predict in advance

exactly when the driver has to intervene (in terms of a

time to failure) in order to notify them accordingly, whilst

utilizing appearance information from the current traversal.
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